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ABSTRACT
Much research has found that social influences (such as social proof,
storytelling, and advice-seeking) help boost security awareness. But
we have lacked a systematic approach to tracing how awareness
leads to action, and to identifying which social influences can be
leveraged at each step. Toward this goal, we develop a framework
that synthesizes our design ideation, expertise, prior work, and
new interview data into a six-step adoption process. This work
contributes a prototype framework that accounts for social influ-
ences by step. It adds to what is known in the literature and the
SIGCHI community about the social-psychological drivers of secu-
rity adoption. Future work should establish whether this process
is the same regardless of culture, demographic variation, or work
vs. home context, and whether it is a reliable theoretical basis and
method for designing experiments and focusing efforts where they
are likely to be most productive.
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• Security and privacy; • Human and societal aspects of secu-
rity and privacy; Usability in security and privacy; • Human-
centered computing; • Human computer interaction (HCI);
HCI design and evaluation methods, User studies; HCI the-
ory, concepts and models; Empirical studies in collaborative
and social computing;
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1 INTRODUCTION
We now have many findings of the importance of social influences,
mental models, and usability in designing for cybersecurity with
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humans-in-the-loop [9, 10, 58, 61]. However, it is not easy to de-
cide which studies to rely on, or the extent to which findings on
awareness will also apply to adoption, or how best to direct scarce
resources. Even experts and longtime practitioners might become
so frustrated that they fall back to more-restrictive security designs
that do not allow for human differences, nuances, or special cases.
For example, years of low voluntary adoption of two-factor au-
thentication [69] led Google to auto-enroll 150 million accounts
and to require 2 million YouTube creators to turn it on [6, 68]. We
see a need for a framework that helps us to reason about which
influences are likely to be effective in moving users step-by-step to
the goal of regular use of security practices.

Toward this goal, we have developed a prototype framework
that gives structure to prior work on social influences in security
awareness and adoption. We started by asking: (1) How does secu-
rity behavior evolve over time? And (2): How do social influences
affect the process? We brainstormed ideas, discussed and kept
informal notes on our thoughts drawn from our expertise in us-
able security, social computing, and design-oriented research [22],
and we researched theories of behavior change that could apply
to end-user cybersecurity [2, 15, 26, 40, 47, 53]. We also consulted
prior work and conducted new empirical work to help us discover
common narratives in people’s recall of security adoption (N=17
interviewees).

The result is a novel framework of the steps of security behavior
adoption (Figure 1): No Learning or Threat Awareness (Step 0),
Threat Awareness (Step 1), Security Learning (Step 2), Security
Practice Implementation (Step 3), Security Practice Maintenance
(Step 4), and Security Practice Rejection (Step X). Analysis of prior
work and data from our interviews offers support for the “whats”
and “whys” of the framework.

This work adds to what is known in the literature and the SIGCHI
community about the social-psychological drivers of security adop-
tion. Further work can establishwhether this is a reliable theoretical
basis and method for focusing efforts where research shows that
they are likely to be most productive. A refined version of this
framework could provide an agenda for future experiments to vali-
date whether step-matched interventions influence the adoption
process.

2 RELATEDWORK
Many examples exist of how social influences (ways in which the
social environment leads people to adjust their beliefs, attitudes,
and behaviors [64]) help boost uptake of protective practices [58].
Yet, as far as we know, no cybersecurity-specific framework exists
that traces how awareness leads to action and the social influences
to leverage at each step.
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Figure 1: Our framework for reasoning about social-influence-in-the-loop shows six baseline steps, the associated social
influences, obstacles, and path relationships. The outlined arrows indicate where the path could be a forced change (such as an
employer requiring security awareness training, a bank mandating two-factor authentication, or a new Mac user discontinuing
anti-virus).

2.1 Social Drivers of Threat Awareness and
Security Learning

An extensive literature now documents how users become aware of
cyberthreats and of the security practices that help them cope with
these threats. Users’ first-hand experiences of security breaches are
significantly associated with their security attitudes and behavior
intentions [19] and can be the “prompt” that drives acceptance
of security and privacy practices [10]. People hear informal sto-
ries that teach them about cybersecurity [42–44, 54]. They seek
advice when needed from trusted family members and authority
figures [45, 46], and they passively become aware of secure prac-
tices and whether and how to enact them through observing others’
behaviors [9, 11, 13].

News media make the public aware of threats through reporting
on data breaches, such as the 2017 Equifax hack [65] or the 2021
and 2012 breaches of LinkedIn [50]. Beyond these reports, many
lessons about security come via entertainment media such as the
television show Black Mirror, although this can result in mental

models that are incorrect [24]. Social proof, in which people look
to others for signifiers of correct behaviors [4], is an influence on
security awareness and adoption [9, 11] that can operate at mass
scale through social computing [14, 58]. A pair of studies found
that social influence in Facebook friend networks affected users’
likelihood to adopt a security feature, varying by the attributes of
the feature (observability) and how the feature has already diffused
through the network [12, 13].

Our framework incorporates these findings as Step 1: Threat
Awareness and Step 2: Security Learning, and the associated factors
of Threats, Warnings, Alerts, Media, Storytelling, Advice-Seeking, and
Social Proof. It notes their absence as Step 0: No Learning or Threat
Awareness.

2.2 Social Drivers of Implementing and
Maintaining Security Practices

An important form of social influence on security behaviors is au-
thority [4, 5]. Depending on the context for security, it is possible
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to distinguish between authority that is based on expertise (“au-
thoritativeness”) versus authority derived from relative position in
a hierarchy [5]. For example, in a 2016 interview study on advice
sources for digital security [45], participants considered friends and
family authoritative when they were seen as “tech-savvy,” and some
media outlets as authoritative if they were technology-oriented or
written by “computer people.” People with this perceived authorita-
tiveness fill the role of “tech manager” [34], “tech caregiver” [30] or
“helper” [38] for friends, family and coworkers. These leadership
or caretaking roles are embedded in social relationships and can be
inconsistent with traditional power dynamics [30, 34, 38]. By con-
trast, authority derived from a hierarchy can nudge or force action
(such as with security mandates) and can be seen as impersonal
[5]. Its effectiveness can vary due to the type of practice, individual
characteristics, and advice form [45].

Fear appeals are important [3, 32, 48] but not sufficient to per-
suade people to adopt security practices [55]. One study of those
impacted by the 2017 Equifax data breach found that more than
half of interview participants had failed to actively take protective
measures such as freezing their credit, despite the perceived high
risk [60]. Studies of more general security concerns have found
that people need not just awareness, but also ability and sufficient
motivation to use security practices [9, 11, 32, 48]. A 2020 CHI
paper [62] reported that security, privacy, and identity theft protec-
tion practices were partially adopted or abandoned because users
found them inconvenient, unusable, or unnecessary due to low per-
ceived risk. Troubleshooting or “reactive” help [17] has long been
found effective in removing barriers such as lack of ability or lack
of usability. Participants in a 2016 study of the software updating
process [51] mentioned troubleshooting at each step, most often
when the installation failed or when the updated software showed
problems.

Our framework incorporates these findings as Step 3: Implement-
ing Security Practices and Step 4: Maintaining Security Practices, and
the associated factors of Troubleshooting Help, Mandates, Leadership,
and Caretaking. It notes adoption failure as Step X: Security Practice
Rejection, associated with Forgetfulness, Lack of Trust in Efficacy or
Privacy, Inconvenience, and Difficulty of Use.

2.3 Other Relevant Theories and Empirical
Work

We also conducted a review of the behavior models that seemed
most relevant to our research questions. For example, Protection
Motivation Theory (PMT) [32, 48], argues that, in the presence of a
threat, threat appraisal and coping appraisal will lead to protection
motivation (Figure 2). PMT has been used widely in cybersecurity
[57] to craft fear appeals, such as messaging about potential threats
[3] and their potential severity [57]. But, Menard et al. noted that
applying PMT has not always resulted in individuals performing
a behavior to safeguard information [33]. We included questions
in our interview study to ask about participants’ recent security
concerns and how they recalled responding to them.

For behavior change, Innovation Diffusion Theory (IDT) [47]
seemed particularly relevant. IDT is best known for its adopter
stages by time to adoption (innovator, early, early majority, late ma-
jority, and laggards), specified environmental factors for diffusion

Figure 2: Illustration of ProtectionMotivationTheory. Threat
appraisal and coping appraisal are the key antecedents of
protection motivation; each is the result of a calculation of
pros and cons.

(messaging channels, time, and social systems) and attractiveness
of innovation characteristics that support diffusion (relative ad-
vantage, complexity, trialability, potential for re-invention, and
observable effects). The innovation-decision process unfolds in
five stages (Figure 3): (1) knowledge, (2) persuasion, (3) decision,
(4) implementation, and (5) confirmation. In security and privacy,
researchers have used IDT to examine mobile banking [1], social
influences on security awareness, motivation, and knowledge [11],
the diffusion of federated identity management [27], and individual
differences affecting secure behaviors [28]. Inspired by IDT, we
included interview questions to discover how communication chan-
nels and the perceived characteristics of security practices affected
the decision process.

We found that empirical research also has been used in human-
computer interaction to define an adoption process from the ground
up. Vaniea and Rashidi [52] surveyed N=307 Amazon Mechanical
Turk workers about memorable software updates. They used con-
tent analysis to identify six steps: (1) awareness, usually through
a notification; (2) deciding to update, (3) preparation, (4) installa-
tion, (5) troubleshooting, and (6) post state. We likewise decided
to conduct original empirical research to inform our framework
development.

3 DEVELOPING THE FRAMEWORK
We developed our framework for reasoning about social influences
on humans-in-the-loop (Figure 1) using data from three sources: (1)
our team discussions and iterative drawings of potential constructs
and relationships; (2) what we gleaned from the behavior-change lit-
erature and from prior work in usable security and privacy (Section
2); and (3) an original interview study with N=17 adult U.S. internet
users. We received approval from our Institutional Research Board
for the interview study. By examining the commonalities in the
details of interviewees’ security narratives and how they resonate
with prior work, we inferred the existence of a baseline four-step
process that resonated with our team discussions and insights from
the behavior-change literature: Threat Awareness (Step 1), Security
Learning (Step 2), Security Practice Implementation (Step 3), and
Security Practice Maintenance (Step 4). We also inferred the “pre
state” of No Learning or Threat Awareness (Step 0) and the “failure
state” of Security Practice Rejection (Step X).



CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA Cori Faklaris et al.

Figure 3: The innovation-decision process in Innovation Diffusion Theory. This describes how a person (or other decision-
making unit) moves through, first, knowledge of an innovation; then, to forming an attitude toward the innovation; next, to a
decision to adopt or reject it; and, finally, to implementing the new idea and to confirmation of the decision. Communication
influences each stage.

3.1 Ideation
The idea for this framework, and the associated research questions,
emerged from team discussions about how to pull together ad-hoc
research into social influences in the usable security literature and
enable measurable impacts. We identified a need for an easy-to-
communicate theory that can help with reasoning before usable
security failures instead of testing for them, and that can guide
brainstorming and testing ways to intervene with end users that
are proactive rather than reactive.

The first author conducted a thorough literature review that en-
compassed social drivers of security awareness and adoption, and
of relevant theoretical models and process documentation (Section
2). Then, they created slides and sketches that listed possible con-
structs for such a theory and diagrammed possible relationships
among the constructs. At each new phase of the development pro-
cess, such as after conducting the literature review or analyzing
the interview data, the team met to discuss how the new findings
either confirmed these constructs and relationships or (more often)
suggested changes to more closely fit the preliminary framework
to the new data. Throughout, the first author drew on what they
know of abductive thinking and sensemaking, triangulation, and
synthesis of mixed-methods data [8, 23, 29, 59, 63]. The process
is in the SIGCHI tradition of Design-oriented Research [22], in
which truth or knowledge is produced through designing a tool
or from the process of bringing a research artifact into being, and
Social Computing [16, 35], which often mixes design ideation with
social-behavioral data collection.

3.2 Interview study
Next, using findings from our literature review, we planned an
interview study. The advantages of the interview method for em-
pirical research are that we can elicit richer insights from fewer
participants than with surveys and follow up on what participants
say [56] and that the study can be conducted remotely and in a
shorter period of time than if we observed behaviors in person
[39]. To reach potential participants, we placed recruitment ads
on Craigslist, Facebook, and Google targeted to 12 U.S. metro ar-
eas. People who clicked through to our pre-interview screener
survey received a $3 e-gift card for responses to items about their

awareness of and attitudes about security practices, as well as de-
mographic characteristics. We computed a Security Score based on
their screener responses and tried to recruit a diverse set from those
with a High (150 and above), Middle (120-149), and Low (below 120)
score (Table 1). The interview incentive was a $15 e-gift. In these
60-minute Zoom sessions, we used directed storytelling to elicit
data about participants’ memorable security concerns within the
past three months; the steps that they recalled taking to respond
to those security concerns; and, to what extent those steps were
influenced by their social contacts, their prior experiences, or the
characteristics of a given security practice. We discussed the inter-
view data as it was collected and stopped conducting interviews
once we reached data saturation, e.g., later participants repeated
what we had heard earlier and contributed no new and relevant in-
sights. See the Appendix for recruitment post, pre-screener survey
and score method, and interview script.

For the interview analysis, we used qualitative coding and dia-
gramming to identify and describe a coherent set of time-ordered
details in participants’ security narratives. By examining the com-
monalities in these details, we inferred the existence of a baseline
four-step process for security awareness and adoption, along with a
“pre state” and “failure state.” We then examined how our interview
data fit existing behavior-change models such as PMT and IDT, and
prior work in usable security and privacy. The prior work included
empirical studies of social influences on security awareness and
adoption described in Section 2, as well as what is known from
public media about how users have reacted to data breaches such
as the 2017 Equifax hack [60, 65]. See the Appendix for the final
version of our interview codebook.

4 FINDINGS FROM INTERVIEW DATA
Below, we highlight what we learned from our original research to
develop the framework. Our findings for Step 2: Security Learning
were consistent with prior work, so we omit the details below for
brevity.
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Table 1: Profile of N=17 participants whose data was used
in the study analysis and the Security Score group that they
were placed in. Data from one recruit, D1, was removed
because of poor audio quality.

ID Description Score

C1 College lecturer in foreign languages High
C2 Administrative assistant in government High
C3 Financial and patient services Middle
D2 Security worker for private companies High
D3 Accountant and parent in large metro Middle
D4 Recent college graduate in finance Middle
D5 Householder and computer gig worker Middle
D6 Freelance in information technology Middle
D7 Accountant and parent in large metro Middle
D8 Ex-teacher and computer gig worker Low
D9 Recent college graduate and gig worker Middle
D10 Contractor for medical scheduling Low
D11 Teacher and parent in a small metro Low
D12 Musician/gamer, spouse in security High
D13 Householder and computer gig worker Low
D14 Householder and graduate student Middle
D15 Full-time in information technology Low

4.1 Findings for Step 0 and Step 1 (Pre-Security
Learning)

Lack of understanding was a key obstacle for those in Step 0: No
Learning orThreat Awareness and in Step 1: Threat Awareness. Partic-
ipants lacked sufficient understanding of what to do about security
or what specific threats exist, evidence that they lacked a person or
source to help them with security. Some indicated they were not
required to improve their security, with no authority in their lives
mandating that they attend security awareness training. Others
said they only learned of practices such as two-factor authentica-
tion when they were forced to adopt them by an institution or a
service — or until our interview. (For example, many were unaware
before the interview that software updates often carry fixes for
security flaws and should be installed promptly.)

Echoing Ruoti et al. 2017 [49], some felt a sense of inevitability
about the prospect of suffering a breach. Several participants re-
ported that they repeatedly have been exposed to threats, and that
this direct experience helped them to stay alert to more security
harms or potential harms: “At least if I get snookered once every few
months or once every six months, then I’m on guard for a while.”

A few participants also reported cultural or linguistic barriers to
learning about or educating others about practices. This is because
interface text or directions are often written in English computer
security jargon, which is difficult to understand or translate. “These
words individually make sense. But when you put them together, what
do they mean? And I’m like, that is ‘firewall.’ And [my parents are]
like, uh-nuh, you lost me. And I’m just like, you know, just a big sigh.
And it goes in circles.”

4.2 Findings for Step 3, Step 4, and Step X
(Post-Security Learning)

Once interview participants had resolved their uncertainties about
a security practice, trialability provided a specific path for them to
move forward from Step 2 (Security Learning) to Step 3 (Security
Practice Implementation). For interview participants with negative
attitudes toward cybersecurity, trialability eased them out of the
“comfort zone” that they had had with their current (or lack of)
security practices.

For some who did not first go through the Security Learning step,
mandates spurred their adoption of a security practice (such as two-
factor authentication) in a limited way: “For Amazon and a couple
other - my other bank . . . required it and then they actually shut it off
after a while. . . . If I’m on my same computer, it knows it’s me. But if I
go to another computer, like I’m onmywork computer, I say, oh, I want
to check my bank balance, it makes me do two factor authentication.”
Such automatically applied security practices (another being having
a firewall installed) were seen as convenient because they provide
protection without much intervention. One participant said they
voluntarily implemented two-factor authentication elsewhere after
it was required for their bank account. But a few participants also
felt that they didn’t have enough autonomy over their function and
didn’t fully understand how the practices worked.

Less-savvy interview participants reported getting stuck on in-
stallation or setup of tools such as password managers, but they
got over these obstacles with the assistance of peers or media con-
tent. We found troubleshooting in these Step 3 contexts to evolve
from advice-seeking and social proof that operated at Step 2, be-
cause interview participants often reported going back to the same
source that helped them learn about the security practice (such as
a trusted friend or a tech website) to help them overcome their im-
plementation blockers. These results provide troubleshooting as a
behavior that explains the association of advice-seeking [42, 45, 46]
and social proof [11, 13] with not just awareness but also adoption
of security practices. “You call them back at this number for the
company. And it’s busy. . . . So, I’m after a while, thinking and I called
my brother and my friend to help me out of this little jam here.”

In Step 4, social influence flows outward. Interview participants
in long-term adoption seemed drawn to adoption leadership and
to educating others on security. This suggests a natural pairing
with those in Step 2 (Security Learning) or in Step X (Security Prac-
tice Rejection). Those in Step 2 have made no decision and may
act if trusted sources resolve their doubts and troubleshoot their
problems with implementing security practices, as in the case of
password managers. Those in Step X have decided against the se-
curity practices they were asked about, as in the case of password
managers, but they might be open to accepting other security prac-
tices. The data shows that they react to social influences and that
mandates might be effective.

Lastly, for Step X, interview participants who reported reject-
ing or discontinuing security practices cited a lack of interest in
expending effort to implement them, their perception that the ben-
efits gained were not worth the risks of problems such as receiving
annoying notifications, and their fears for their data privacy if they
trust companies with their account details. These are consistent
with rationales found in prior work on non-adoption [36, 62].
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5 APPLYING THIS FRAMEWORK TO
RESEARCH AND DESIGN

For security practices such as using password managers, Virtual
Private Networks (VPNs) and Two-Factor Authentication (2FA),
our framework (Figure 1) can help them figure out how to answer
research questions such as: How many people are aware of, moti-
vated, and/or knowledgeable about each tool? How much do social
influences and voluntariness weigh in the decision to adopt? Why
do people stop using the tools, once adopted? For knowledge-based
practices such as judging the legitimacy of websites or applying
software updates in a timely fashion, this can help answer research
questions such as: How many people are aware of which practices
have merit, and when? Which cognitions or contexts cue them to
put these practices to use? What defeats their intention to use the
practices?

Other researchers can make use of the preliminary conceptual
model to create testable hypotheses, such as what kind of inter-
vention is more likely to work in Step 0 vs. in Step 3 to remove
obstacles to adoption. Researchers can use the framework as a
basis for creating a survey to use as a pre- and post-intervention
measurement in future research studies. Such a survey could de-
termine the distribution of the steps in each sample and to test
whether participants move closer to long-term adoption after the
deployment of the intervention. (See Fish’N’Steps for an example
intervention using a similar algorithm for measurement [31] and
Faklaris et al. 2022 for messaging and a short survey to measure
use of two-step authentication among Amazon Mechanical Turk
workers [21].)

Product and service designers also can benefit from the frame-
work. They can make use of the framework as a starting point for
their own visualizations of customer journeys and to spark ideas
of the relevant stakeholders in any security service. The noted so-
cial influences and obstacles can help with ideating new programs
for security awareness or exploring alternatives for authentication
methods and data flows. For example, the insight that people are
likely to take advice from others in their social circles could be
used to design a “share this” button for promoting the security
practice, or the knowledge that a group of roommates has of each
other could be used to create “challenge questions” that would re-
place passwords as the authentication method for a shared home
network.

6 LIMITATIONS AND FUTUREWORK
We suggest one possible framework for security practice adoption.
A sustained program of research will be needed to reach a defini-
tive empirical understanding of the security adoption process and
to identify which elements of prior work are essential to that un-
derstanding. Future work should explore these social influence
mechanisms in more depth, such as the impact of negative social
influences and the role of digital literacy. This program of work will
also need to identify whether the same model holds for end-user
cybersecurity in the context of the workplace as well as in the home
or other personal contexts.

Our interviews yielded data for understanding the commonal-
ities in stories of a wide range of behaviors within a small and
nonrandom sample of adult U.S.-based survey respondents. While

we felt that we had reached data saturation with our interview sam-
ple (participants began to simply repeat the same issues and offer
no unique insights), we recognize that we likely have missed impor-
tant voices and perspectives. Future work should assess the validity
of this framework with people of other cultures and demographic
variations.

Our approach introduces a pro-practice bias, in that it assumes
that adopting a given security practice is the best course of action.
It also introduces recall bias, as participants’ memories of their past
thoughts, feelings, behaviors are suspect. Future work can follow
up with an observational or diary study that tracks people’s journey
through the process as it happens.

7 CONCLUSION
In this paper, we described a framework for reasoning about social-
influences-in-the-loop, and how we synthesized it from ideation
within our team, findings from the behavior-change literature, prior
work in Usable Security and Privacy, and N=17 interviews with
adult U.S. internet users. We summarized results from the literature
survey and the interview study, and we provided recommendations
for applying this framework to research and design. Finally, we
listed the limitations and described future work that can build on
this short paper.

Our work will help researchers and designers to identify new
interventions in social computing that can remove obstacles at
each step of security practice adoption. We hope this will be a
meaningful step toward reducing the overwhelming amount of
human involvement in cybersecurity breaches.
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APPENDIX
A EXAMPLE RECRUITMENT POST
Hello, my name is [anonymous], and I am part of a research project
at [anonymous]. My colleagues and I need your help.

For our research into how people use information technology,
we want to know more about how you deal with concerns about
your devices and your accounts. If you are a U.S. resident age 18
or older, you are eligible to take our initial survey. The survey
should take about 10-12 minutes to complete, for which you will
be emailed a $3 Amazon gift card. You may also be invited to take
part in a paid research interview at a later date.

Are you interested? If so, please email us at [anonymous], and
we will send you more details. Thanks in advance for your consid-
eration! Please forward this to anyone you think would be a good
fit for our project, as well.”
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Table 2: Matrix table for the awareness questions in the screener.

I am familiar with
this practice. (4)

I am aware of this
practice, but not familiar
with it. (3)

I am not aware of
this practice. (2)

Not
sure. (1)

N/A
(0)

Using online account passwords that are
strong. (1)
Using online account passwords that are
unique. (2)
Using two-factor authentication (2FA) for
online accounts. (3)
Using a password manager for online
accounts. (4)
Avoiding clicking on links or attachments
sent by unknown people. (5)
Checking the URL before visiting a website,
to verify that it is legitimate. (7)
Checking the URL before visiting a website,
to verify that it is using HTTPS. (17)
Checking that antivirus software is
up-to-date. (9)
Only installing software from trusted
sources. (10)
Keeping automatic software updates turned
on. (11)
Immediately installing needed updates to the
operating system and other software. (12)
Setting your computing devices to
automatically lock when you do not use
them. (13)
Using a password, passcode, thumbprint or
other method to unlock your computing
devices. (14)

B A.2. PRE-INTERVIEW SCREENER
B.1 Survey Items
Q3.1 For each of the following practices, please indicate the state-
ment that best describes your level of awareness of it.

For more explanation of each practice, see this link:
http://bit.ly/ITpractices

Q4.1 Below, we list the practices from the previous page that
you indicated you are aware of. For each practice, please indicate
which statement most accurately describes your behavior. For more
explanation of each practice, see this link: http://bit.ly/ITpractices
[Answer set for next 13 questions: Never (1) Rarely (2) About half
the time (3) Most of the time (4) Always (5) ]

Display This Question:
If Q3.1 = 1 [ 3 ]
Or Q3.1 = 1 [ 4 ]
Q4.2 Using online account passwords that are strong.
Display This Question:
If Q3.1 = 2 [ 3 ]
Or Q3.1 = 2 [ 4 ]
Q4.3 Using online account passwords that are unique.

Display This Question:
If Q3.1 = 3 [ 3 ]
Or Q3.1 = 3 [ 4 ]
Q4.4 Using two-factor authentication (2FA) for online accounts.
Display This Question:
If Q3.1 = 4 [ 3 ]
Or Q3.1 = 4 [ 4 ]
Q4.5 Using a password manager for online accounts.
Display This Question:
If Q3.1 = 5 [ 3 ]
Or Q3.1 = 5 [ 4 ]
Q4.6 Avoiding clicking on links or attachments sent by unknown

people.
Display This Question:
If Q3.1 = 7 [ 3 ]
Or Q3.1 = 7 [ 4 ]
Q4.7 Checking the URL before visiting a website, to verify that

it is legitimate.
Display This Question:
If Q3.1 = 17 [ 3 ]
Or Q3.1 = 17 [ 4 ]
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Q4.8 Checking the URL before visiting a website, to verify that
it is using HTTPS.

Display This Question:
If Q3.1 = 9 [ 3 ]
Or Q3.1 = 9 [ 4 ]
Q4.9 Checking that antivirus software is up-to-date.
Display This Question:
If Q3.1 = 10 [ 3 ]
Or Q3.1 = 10 [ 4 ]
Q4.10 Only installing software from trusted sources.
Display This Question:
If Q3.1 = 11 [ 3 ]
Or Q3.1 = 11 [ 4 ]
Q4.11 Keeping automatic software updates turned on.
Display This Question:
If Q3.1 = 12 [ 3 ]
Or Q3.1 = 12 [ 4 ]
Q4.12 Immediately installing needed updates to the operating

system and other software.
Display This Question:
If Q3.1 = 13 [ 3 ]
Or Q3.1 = 13 [ 4 ]
Q4.13 Setting your computing devices to automatically lock

when you do not use them.
Display This Question:
If Q3.1 = 14 [ 3 ]
Or Q3.1 = 14 [ 4 ]
Q4.14 Using a password, passcode, thumbprint or other method

to unlock your computing devices
Q6.1 On the next page, we will present a series of statements

about the use of security measures [19, 21]. Examples of security
measures are laptop or tablet passwords, spam email reporting
tools, software updates, secure web browsers, fingerprint ID, and
anti-virus software. For each, please indicate the degree to which
you agree or disagree with each statement. In each case, make
your choice in terms of how you feel right now, not what you have
felt in the past or would like to feel. [Randomize next 13 items,
answer set is: Strongly disagree (1) Disagree (2) Neither agree nor
disagree (3) Agree (4) Strongly agree (5) ]

Q7.1 I seek out opportunities to learn about security measures
that are relevant to me.

Q7.2 I am extremely motivated to take all the steps needed to
keep my online data and accounts safe.

Q7.3 Generally, I diligently follow a routine about security prac-
tices.

Q7.4 I often am interested in articles about security threats.
Q7.5 I always pay attention to experts’ advice about the steps I

need to take to keep my online data and accounts safe.
Q7.6 I am extremely knowledgeable about all the steps needed

to keep my online data and accounts safe.
Q7.7 I am too busy to put in the effort needed to change my

security behaviors.
Q7.8 I have much bigger problems than my risk of a security

breach.
Q7.9 There are good reasons why I do not take the necessary

steps to keep my online data and accounts safe.
Q7.10 I usually will not use security measures if they are incon-

venient.
Q7.11 I want to change my security behaviors to improve my

protection against threats (e.g., phishing, computer viruses, identity
theft, password hacking) that are a danger to my online data and
accounts.

Q7.12 I want to change my security behaviors in order to keep
my online data and accounts safe.

Q7.13 I worry that I’m not doing enough to protect myself against
threats (e.g., phishing, computer viruses, identity theft, password
hacking) that are a danger to my online data and accounts.

B.2 Method To Compute Security Score from
Screener

Sum the point values from answers to survey blocks 3, 4, and 7,
using the values in parentheses.

Q3.1 matrix: I am familiar with this practice. (4); I am aware of
this practice, but not familiar with it. (3); I am not aware of this
practice. (2); Not sure. (1); N/A (0)

Q4.2-Q4.14: Never (1); Rarely (2); About half the time (3); Most
of the time (4); Always (5)

Q7.1-Q7.13: Strongly disagree (1); Disagree (2); Neither agree
nor disagree (3); Agree (4); Strongly agree (5) [reverse-score Q7.7-
Q7.10]
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C INTERVIEW PROTOCOL
[After introductions, consent to recording and answering any ques-
tions:] I want you to think back within the last three months, to
recall an instance when you had a security or privacy concern. This
might be a time that you were worried about the security of your
data, or the security of an account. I’ll give you a minute to think
about it.

[After up to 60 seconds, if hasn’t spoken] Do you have something
in mind?

[if no] OK, I’d like you to think back further. Take your time.
• How long ago was this?
• What caused your concern?
• How did you deal with it?
• Did you get advice about this from anyone? Tell me more

about that. Why did you trust this person? Did you find their
advice useful? Why? Why did you trust this source? Did
you find their advice useful? Why?

• Did this make you aware of any tools or practices that you
could use to deal with this concern? What was that?

• Did this make you consider using any new tools or practices
to safeguard your security or privacy? Why do you think
that is?

• Did you get any advice about this? Did you trust it? Did you
find it useful?

• Did you, in fact, start using any new tools or practices? [if
yes] Are you still using this? Why did you keep using it? [if
no] Why do you think that is?

• Did this make you consider stopping anything you do online
or with a computing device or account? Why is that?

• Did you get any advice about this? What was it? Did you
trust it? Did you find it useful?

• Did you stop? Why?
• To what extent do you think that this concern is now re-

solved?
• Have you given anyone advice about this security and pri-

vacy concern?
• [if yes] Tell me about how that happened. Did they trust it,

do you think? Did they find it useful, do you think?
• Is there anything else that you think I should know about

this?
Now I’m going to ask you about other specific measures of

interest for our study.
• Are you aware of _______? [pick one or more based on time

and previous answers] two-factor authentication, sometimes
called two-step or multi-factor authentication? Something
called a password manager? Methods for installing software
updates? Any type of antivirus protection? How to create
passwords that are strong, in other words, difficult to hack?
Advice not to reuse passwords on different accounts? Any
advice about how to stay alert for phishing and other scam
messages in email, texts and social media? Any advice on

how to avoid sites that might contain malware? Any advice
about how to judge whether something is misinformation,
sometimes known as “fake news”? [if not aware, briefly
explain what this is / If aware, ask whether using it themselves
/ If using, ask how long and why]

• Did you get any advice about this? Did you trust it? Did you
find it useful?

• [If not using, ask whether have considered using] If not,
why? Did you once use it and then stop?

• Are there other benefits or drawbacks that we haven’t cov-
ered?

• Did you get any advice about this? Did you trust it? Did you
find it useful? If so, why?

• Do you think you are likely to start using this? When?
Are there other measures that you use for safeguarding your

security and privacy online, that we haven’t talked about?
• [for each] How long have you used this measure? What

made you start using this measure? How did you find out
about it?

• Do any family members use this measure? Did they give you
advice about it? Did you trust it? Did you find it useful?

• o any friends use this measure? Did they give you advice
about it? Did you trust it? Did you find it useful?

• Did you have any interactions with someone in IT about
this? Did you trust it? Did you find it useful?

• Did you learn about this measure from any online sources,
such as a news website, a video, a social media platform, or
a search engine query? Did you trust their advice? Did you
find it useful?

• Are there any other sources that you consulted?
• Have you given anyone advice about using this measure?
• Is there anything else that you think I should know about

this?
Are there other measures that you are aware of but do not use?
• [if no] Why not?
• [if yes] Did you get any advice about this? Did you trust

it? Did you find it useful?
• Have you tried to use any other measures and stopped using

them? Why? Did you get any advice about this? Did you
trust it? Did you find it useful?

[Wrap-up] Is there anything else you think that I should know
about these topics, but haven’t yet asked?

Is there anyone else whom you think I should speak with?
[Thank them for their time and answer any questions that they

have]

D INTERVIEW CODEBOOK
We iteratively developed the following codebook based on initial
data collection, then discussion among the team, followed by suc-
cessively applying the codes to new transcripts and discussing the
definitions and associated steps.
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Table 3: Code, Description, Source, and Associated Step.

Code Description(s) Source Associated Step

Security practice The first mention of any method of either dealing with (”treating” or
addressing) or preventing a security concern, whether cyber/virtual
or physical

[62]; authors Securing Learning (Step
2)

/Mandatory Required, compulsory. The lack of control a participant perceives or
actually experiences over adopting a security practice.

Adapted from
[70]

(Cross-cutting)

/Voluntary Not required, not compulsory. The degree of control a participant
perceives or actually experiences over adopting a security practice.

Adapted from
[70]

(Cross-cutting)

/Cognition-based Any mention of facts, information, or skills for either dealing with
(”treating” or addressing) or preventing a security concern, whether
cyber/virtual or physical

Adapted from
[70]

(Cross-cutting)

/Tool-based Any mention of a device or software program for either dealing with
(”treating” or addressing) or preventing a security concern, whether
cyber/virtual or physical

Adapted from
[70]

(Cross-cutting)

Communication
channel

”Means by which a message gets from a source to a receiver”
whether or not security-related (specific or nonspecific)

[47] (Cross-cutting)

CS/IS experience Skills, education, career, or ability for computing and information
behaviors

[45]; authors (Cross-cutting)

Social influence Any instance of interpersonal, media, and/or authority guidance of
someone’s thoughts, feelings and/or behavior through advice,
through example, or through removing choices (including influences
on the participants and their influence on others)

[4, 47];
authors

(Cross-cutting)

/Media Any reference to means of mass communication (broadcasting,
publishing, and the internet)

Adapted from
[70]

(Cross-cutting)

/Peers one who is of approximate equal standing with another in a sphere
of influence

Adapted from
[70]

(Cross-cutting)

/Authorities a person or organization having power in a particular sphere, such
as the workplace or a family

Adapted from
[70]

(Cross-cutting)

Practice
characteristics

Perceived characteristics of the security practice (or other
technology) in context (including but not limited to compatibility,
relative advantage, trialability, observability, re-invention [adapting
a security practice for individual situation])

[47] (Cross-cutting)

Security attitude Engagement (desire to learn more), attentiveness, resistance,
hesitance, or other disposition toward cybersecurity and security
practices, of a negative, positive or neutral valence - also
”inevitability” re perceived behavioral control

[7, 20, 45] (Cross-cutting)

/Resistance of others Any resistant attitude attributed to a person other than the
interviewee

authors (Cross-cutting)

/Resistance attitudes that do not fall under one of the subcodes that describe
some resistance or negative valence toward security practice
learning, trialing, adoption, or maintenance

authors (Cross-cutting)

/Inconvenience participant indicates that security practices are inconvenient, or
incompatible with their routine/technology in some way

[7, 20] (Cross-cutting)

/Bigger problems participant indicates that security is not a priority, that security
risks are relatively small, or that other problems are relatively large
in comparison to security risks

[7, 20] (Cross-cutting)

/Too busy participant indicates that they are too busy or do not have enough
time or energy to care about, learn about, trial, or adopt a security
practice

[7, 20] (Cross-cutting)

Goals Explicitly stated aspiration or want, object of effort, or aim/desired
result of an action, often indicated by ”want”. Can be specific to a
situation or nonspecific to participants’ overall aims

authors (Cross-cutting)

Security concern ”This might be a time that you were worried about the security of
your data, or the security of an account. ” Mention of any threat,
risk, harm, or potential harm related to security

[66, 67, 71];
authors

Threat Awareness (Step
1)
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/Feeling a threat Stated evaluation of the degree to which an event has significant
implications for their security, involving both severity and
vulnerability, while unaware of coping mechanisms

[32, 37];
authors

Threat Awareness (Step
1)

/Continuing to feel a
threat

Stated evaluation of the degree to which an event has significant
implications has significant implications for their security, involving
both severity and vulnerability, but while aware of coping
mechanisms and/or having adopted them to some degree

[32, 37];
authors

(Cross-cutting)

/Not feeling a threat Stated evaluation of the degree to which their security is not likely
to be impacted by an event, involving both severity and
vulnerability, while aware of coping mechanisms

[32, 37];
authors

Security Learning (Step
2)

Unawareness No knowledge of the existence of a given security practice or other
technology.

[18] Threat Awareness (Step
1)

Awareness Knowledge of existence of a given security practice or other
technology, but no enactment of that practice

[18] Securing Learning (Step
2)

/Learning about
practice

the acquisition of knowledge or skills about a security practice
through experience, study, or by being taught

Adapted from
[70]

Securing Learning (Step
2)

/Hesitating to adopt state of uncertainty, tentativeness, or slowness to act on knowledge
of practice; evidence of cognitive balance toward cons; similar to
vaccine hesitancy where people have not yet decided to resist or to
reject.

authors Securing Learning (Step
2)

/Willing to adopt state of certainty, preparation, resolve, or eagerness to act on
knowledge of practice; evidence of cognitive balance toward pros

authors Securing Learning (Step
2)

/Deciding to try
adoption

evidence of specific intention to test a security practice that one is
made aware of; explicit mention of ”try” or ”trial” or ”promo”

authors Securing Learning (Step
2)

Adoption Either active or passive enactment of security practice or other
technology, including trialing, beginning use, and maintaining use

[18] (Cross-cutting)

/Trialing adoption Acting to test the security practice to evaluate its usefulness in
everyday life

[47]; authors Security Practice
Implementation (Step 3)

/Implementing
adoption

Acting to put the decision to adopt a security practice into effect in
everyday life

[41, 47];
authors

Security Practice
Implementation (Step 3)

/Maintaining
adoption

Acting to finalize the decision to continue using the practice and/or
to use it to its fullest potential; ”still” or ”currently” - present time
will come up in the text

[41, 47];
authors

Security Practice
Maintenance (Step 4)

/Educating others Acting to share one’s security learnings and/or to instruct others in
the use of a security practice

authors Security Practice
Maintenance (Step 4)

Non-adoption Decision not to use a security practice or other technology, including
termination of adoption context, rejection, and stopping usage

[18] (Cross-cutting)

/Discontinuing
adoption

Stopping use of a practice once it has already been used at least
once; explicit mention

[41, 47];
authors

Security Practice
Implementation (Step 3)

/Rejecting adoption Deciding against use of a practice before it has been used once;
explicit mention

[41, 47];
authors

Security Learning (Step
2)

Time Any recognition of something occurring other than in the current
moment, either past or future

[25, 47] Security Practice
Maintenance (Step 4)

CS/IS technology First mention of any instrumental infrastructure for computing and
information behaviors, including security tools and computing
devices

Adapted from
[70]

(Cross-cutting)


	Abstract
	1 INTRODUCTION
	2 RELATED WORK
	2.1 Social Drivers of Threat Awareness and Security Learning
	2.2 Social Drivers of Implementing and Maintaining Security Practices
	2.3 Other Relevant Theories and Empirical Work

	3 DEVELOPING THE FRAMEWORK
	3.1 Ideation
	3.2 Interview study

	4 FINDINGS FROM INTERVIEW DATA
	4.1 Findings for Step 0 and Step 1 (Pre-Security Learning)
	4.2 Findings for Step 3, Step 4, and Step X (Post-Security Learning)

	5 APPLYING THIS FRAMEWORK TO RESEARCH AND DESIGN
	6 LIMITATIONS AND FUTURE WORK
	7 CONCLUSION
	Acknowledgments
	References
	A Example Recruitment Post
	B A.2. Pre-Interview Screener
	B.1 Survey Items
	B.2 Method To Compute Security Score from Screener

	C Interview Protocol
	D Interview Codebook

